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ABSTRACT

Media reporting and public discourse in the spring of 2020 has been dominated by the discussion of statistics
relating to the COVID-19 outbreak and how to intepret them. Reasoning about these numbers has inspired fear
as well as hope in communities worldwide. This environment provides a lens, and a rare scale, for data
scientists to investigate how complex statistical topics are communicated to, understood by, and acted upon by
diverse audiences. In particular, this crisis has put a premium on ‘distributional thinking,” a mindset for
reasoning about variation that is front and center in the response to the coronavirus as well as broadly relevant
to organizations. This kind of thinking is already widespread among data scientists, but the challenge we face is
to instill it across our organizations to equip them to tackle complex problems whose response should be
informed by data and evidence. Fortunately, ours is not the first domain to encounter this challenge. I suggest
learning from the example of modern social justice movements, who have evolved strategies to generate
widespread appreciation of issues with distributional considerations, like the disparate impacts of
environmental pollution and inequities in policing. I point to movement-building techniques like participatory
research and shared leadership for lessons on how to grow the capacity for distributional thinking within

companies, NGOs, agencies, and other organizations.
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1. Introduction

The outbreak of the coronavirus SARS-CoV-2 responsible for the disease designated COVID-19 (Chinazzi et
al., 2020; C. Wang et al., 2020) has had tragic impacts already around the world, with further devastation
threatened in the months to come (Ferguson et al., 2020). But so too has it created opportunities for
galvanization of communities and societywide dialog that we can look to for positive signs about our collective

path forward.

To the data scientist, one noteworthy outcome from this pandemic is that it has prompted many millions of
people to think in terms of distributions. Indeed, this way of thinking has been instrumental to the debate about
and design of our governmental and civic response to this crisis. For data scientists, this is a rare opportunity to
attract attention to and learn from how complex statistical ideas are communicated to, interpreted by, and

responded to across diverse sectors.

The idea that thinking statistically in terms of distributions is important to decision makers and actors of all
types is, of course, hardly new. Fields including statistics, risk management, decision science, statistical
physics, and more are largely organized around probabilistic reasoning of this kind (see, e.g., Tversky &
Kahneman, 1974). To quote Snee (1999), “If there was no variation, there would be no need for statistics and

statisticians.” On this subject, the business literature has for nearly a decade featured admonitions to avoid the
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“flaw of averages,” Sam Savage’s maxim for overturning the ‘show me the number’ corporate culture.
Savage’s message is that a bottom line based on average assumptions is not necessarily the average bottom line
(Savage, 2002, 2012). The literature on ‘probabilistic’ and ‘statistical thinking’ formalizes cognitive models of
how “general knowledge and beliefs, along with descriptions of situations, lead to mental models that are used
to assess probabilities” (Johnson-Laird, 1994 p.206; see also Wild & Pfannkuch, 1999).

However, education researchers have repeatedly documented the difficulty learners face in internalizing
thinking about distributions (Ben-Zvi et al., 2004). In the public square, whether or not they are the norm,
examples abound of media reporting that embraces the simplicity of singular answers to complex questions
(Pew Research Center, 2009; Secko et al., 2013). From my own experience in industry (Sanders, 2019b), I can
attest that, far too often, businesses resort to this kind of thinking too. In environments where decisions need to

be made quickly and available data is limited, data scientists are prone to resort to it as well.

I suggest the term ‘distributional thinking’ as a useful construct for statistical thinking in terms of distributions
in the organizational context. I define the term in Section 2. In Section 3, I examine case studies of how the
coronavirus outbreak has prompted widespread use of distributional thinking. These case studies illustrate for
data scientists the challenges in communicating effectively about similar nonsingular problems that arise in

organizations, which I explore in Section 4.

We need not restrict our attention to the present crisis to find excellent role models for propagating
distributional thinking. We are beneficiaries of decades of progress in this area by social movements. In
tackling topics from income inequality to environmental justice, these movements have successfully appealed
to policymakers and citizens to consider the variation in impact of actions taken across segments of our
population. I conclude by searching for productive parallels in effective statistical communication between the
response to the coronavirus, the practice of data science in organizations, and these ongoing social movements

in Section 5 that lead to recommendations in Section 6.

2. Defining Distributional Thinking

In terms that will be familiar to data scientists in organizations across varied domains, distributional thinking
can be defined as the frame of mind for considering the outcome of a process as not just a singular state of
being, but rather a pattern of alternatives and their likelihoods. This means holding in mind not only the
probability of a particular outcome to occur, but also the fact that the process will have a pattern of impact on
different agents or elements of the system depending on a variety of baseline characteristics and possible
interventions. Furthermore, a distributional thinker must appreciate that this variation may have both random
and systematic components. Distributional thinking has an opposite that we can call ‘singular’ or ‘deterministic

thinking.’
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2.1. Examples of Distributional Thinking

The best examples of distributional thinking are ones that suggest a demonstrably better answer than a singular
thinking approach. Consider local weather forecasts that try to predict the likelihood that it will rain tomorrow
in a given city. The appropriate behavior for a resident of that city based on the forecast should depend on

several factors and how they are distributed.

Suppose the forecasted likelihood of rain is low over the course of the day, but highly peaked during the
morning commute. A singular thinker might risk leaving their umbrella at home for the day and get wet, but a
distributional thinker will recognize that their chance of exposure is high and be prepared. Likewise, if the

overall likelihood of rain is low, but is spatially distributed in concentration over the resident’s path to work.

The distributional thinker should also consider their particular context and the available interventions. A
resident carrying a waterproof case to work risks less than one transporting something more delicate. And the
impact of being exposed to rain might be mitigated if they can choose a reliable train over one that is more
likely to keep them waiting. These are all straightforward considerations, but, even for so universal a target of
reasoning as the weather, there are challenges in communicating information that enables all audiences to think

distributionally in an accurate way (Gigerenzer et al., 2005).

As an example with higher stakes for organizations (and individuals), consider long-term financial investment.
While seeking to maximize yield, the optimal investment strategy requires minimization of risk at some level.
The singular strategy (picking the single asset with the highest predicted rate of return) is vulnerable to the
isolated performance of that asset. The distributional thinking approach does not necessarily dictate any
particular investment strategy, but it does require consideration of diversification. The distributional thinker
would evaluate the risk profile of each individual asset and the exposure propagated from it to their portfolio.

That means not investing singularly in the asset with the highest predicted yield, attractive though it may be.

2.2.Connections to Other Paradigms

Distributional thinking invokes several important statistical concepts including:

1. Probability, that is, reasoning according to a probability distribution and eschewing point estimators for
distributional ones.

2. Dependency, that is, recognizing and attempting to quantify the effect of one component of a system on
another.

3. Robustness, that is, anticipating that a quantity may not be distributed in a straightforward or normal way
because some effects may have highly skewed impacts.

4. Nonlinearity, that is, identifying when the impact of an effect may extrapolate to new cases in complex ways.

5. Communication of uncertainty, that is, presenting the plausible variation of an inference or prediction using

visualizations or other means to emphasize its significance.
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However, to be broadly relevant to all of the roles that contribute to decision making in organizations,
distributional thinking should not extend to all the expansive tenets of statistical thinking. Statistical thinking at
its most general involves transnumeration between multiple representations of data, interrogation via
mathematical modeling, and many more elements that go beyond our purposes (Wild & Pfannkuch, 1999). The
distinction is this: a data scientist needs to engage in technical processes like modeling to contribute their part
to the organization, but to take advantage of the outputs of this modeling it is sufficient for their stakeholders to
think distributionally. Distributional thinking most closely corresponds to the “consideration of variation”
within the Wild and Pfannkuch (1999) framework.

Though it has its own “holes” (Gelman & Yao, 2020), the Bayesian method provides a natural computational
approach to distributional thinking. Bayesian models can marginalize over a robust range of possible values of
model parameters to generate the posterior distribution of a quantity of interest in a way that addresses all the
statistical concepts enumerated above. Of course, the Bayesian framework does not have a monopoly on
probabilistic reasoning, and distributional estimators can also be generated from frequentist methods (Xie &
Singh, 2013). Moreover, probabilistic modeling is increasingly an active area of research within deep learning
(Y. Gal & Ghahramani, 2016; Tran et al., 2018; Wilson & Izmailov, 2020).

Lastly, there is a robust literature and practice around ‘systems thinking.’ This is a broad framework that, while
notoriously difficult to define (Arnold & Wade, 2015), parallels statistical thinking in many ways. A systems

thinking approach involves seeing ‘wholes rather than parts’ and recognizing interconnectedness.

3. Coronavirus Case Studies

In the days after the COVID-19 coronavirus outbreak was declared a global pandemic on March 11, 2020

(Sohrabi et al., 2020), three topics have dominated much of the media and public conversation:

1. How the individual risk from infection varies with age (see, e.g., Chen et al., 2020; Lu et al., 2020; Riou et
al., 2020; Verity et al., 2020; W. Wang et al., 2020; Wu & McGoogan, 2020).

2. How we can all contribute to ‘flattening the curve’ of the virus’s spread (see, e.g., Ferguson et al., 2020;
Tang et al., 2020).

3. Whether or not nations are equipped to perform the diagnostic testing needed for a sufficient response
(Binnicker, 2020; World Health Organization, 2020).

Engaging with each of these topics requires a significant level of distributional thinking.1

3.1. Distributional Thinking and COVID-19: Age-Dependence

Take the question of age first. Probably all contemporaneous readers of this piece will have already asked
themselves, what danger does an infection pose to me, or my parent, or my child? An elderly person who only

considers the overall mean fatality rate would underestimate their personal risk from infection (W. Wang et al.,
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2020), and a young person who only considers their specific fatality risk would undervalue the community
impact of their potential to spread the virus (Tang et al., 2020). Clearly, this is a case where an emphasis on a

single value misses the forest for the trees.

Adding complexity to this macabre calculation is that much uncertainty remains in the measurement of both
the baseline and the age-dependence of the case fatality rate (Battegay et al., 2020; Kobayashi et al., 2020; Lin
et al., 2020), and the true relationship depends on yet other factors such as personal medical history and access
to care (Chen et al., 2020; Wu & McGoogan, 2020). Accounting for this uncertainty compounds the age-

distributed nature of this risk and requires multilevel distributional thinking.

3.2. Distributional Thinking and COVID-19: Flattening the Curve

As a second example, consider the question that countless public service messages, editorials, and media
reports have sought to address in the past few weeks (e.g., Anderson et al., 2020; Burkert & Loeb, 2020; Fisher

& Heymann, 2020, to cite just a few), why should I care about ‘flattening the curve?’

As so many of us have come to learn, this epidemiological term of art refers to the distribution of diagnosed
infection cases over time. The point of flattening the curve is not merely delaying when the outbreak will peak
(the mode of the time distribution), but rather decreasing the concentration (the amplitude of the peak) so that
hospitals are never overwhelmed with cases exceeding their capacity at any one time (Mikolajczyk et al.,
2009). Understanding the advice of public health officials around the world to practice “social distancing” in

order to flatten the curve (Wilder-Smith & Freedman, 2020) requires distributional thinking, as well.

3.3. Distributional Thinking and COVID-19: Testing

Lastly, distributional thinking of a yet higher order is needed to appreciate the role that testing can play in
coronavirus response. Ideally, a mass testing regime would allow groups to interact with each other without
fear that they are encountering an infectious carrier of the virus. It could at best even allow individuals known
to have recovered from the disease to interact ‘normally,” freed from social distancing measures. This ideal
scenario requires that those previously infected and recovered can no longer transmit the virus to others, that
those previously infected are immune from reinfection, and that we can achieve full testing coverage and
record and share testing results between all those who may come in contact. At present, it must be noted, it
remains uncertain whether and after how long previous carriers are no longer infectious (Lan et al., 2020;
Woelfel et al., 2020).

However, there are further, distributional complications. As is familiar to immunologists and statisticians alike,
a positive or negative test result does not fully collapse the probability function of infection because every test
will have some rate of false-negatives and false-positives (e.g., Andreotti et al., 2003; Hoffrage et al., 2000).

That means we must think of the risk from contact with any individual as uncertain, even when their test result

is known. Furthermore, diagnostic failure rates may vary with both physical characteristics (e.g., age and prior
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state of health) and environmental/situational ones (e.g., how carefully the test was done, diet and hygiene, and
how much time has transpired since the individual’s infection; Klarkowski et al., 2014). The risk of a false-
negative propagates from the individual to the population: if the unknown carrier is allowed to socially interact,
they may infect others and raise the number of future cases that can be expected in the general population
(Quade et al., 1980; W. Zhang et al., 2020). For all these reasons, the appropriate action to take upon testing

outcomes will have complicated dependencies arising from risks that can be mitigated, but not eliminated.

In an acute sense, our individual safety and collective health during the present pandemic depends on our own,
our neighbors’, and our leaders’ ability to internalize and act upon these complex topics. Surely there is a
positive role for statisticians and data scientists to play in informing political leaders and the public about these
considerations. I have no doubt there will be rigorous studies of the effectiveness of public messaging on these
topics in the months and years ahead. For now, we are left to look at examples from prior incidents and other
domains for guidance, and to seek multiple and innovative approaches to building a shared understanding of

these issues across the population.

4. Distributional Thinking in Organizations

The same type of distributional thinking challenges facing the public confronting the coronavirus arise
constantly in industry and other organizational domains, particularly when potential consequences are highly
unequal across different outcomes or when highly skewed outcomes are possible. Simple, common examples

can illustrate each effect.

4.1. Distributional Thinking Is Critical to Business

Revenue projection is a fundamental financial task for any organization, be it a large corporation, small
business, or government (e.g., Duran, 2008; Reddick, 2004). Any such projection should be thought of in
distributional terms because of the unequal risk across the spectrum of outcomes. Often, the potential
consequences of a low-end outcome, for example, missing payroll, may far outweigh the potential benefits of a
high-end one. An informed executive, thinking distributionally, will ask a data scientist to forecast not only
what the firm’s revenue will likely be in the next quarter, but also what the probability is that revenue might
fail to meet certain strategically important thresholds, and how that risk is distributed across products or other
components of the business. We should certainly hope that our political leaders are considering the risks, and

distribution of risks, associated with coronavirus response policies with a similar level of consideration today.

Predictions from recommendation engines like those used in online content personalization or streaming media
services (Ricci et al., 2015; S. Zhang et al., 2019) can also benefit from probabilistic modeling to address the
so-called long tail problem (see, e.g., Agarwal et al., 2019). A recommendation with a small chance of extreme
liking (e.g., one belonging to the long tail of a right-skewed distribution) may be much more useful to the
consumer (and to the firm) than recommendations with a high chance of mediocre liking (e.g., one falling near

the mode of the same skewed distribution). This is the difference between the user finding their new favorite
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band or TV show, which they will then invest dozens of hours on using the service, versus scrolling by it to the
next recommendation. An effective implementation of a recommendation system should consider the full
potential preference distribution of its users, and there are a variety of probabilistic models available for this
purpose (Abdollahpouri et al., 2019; Santos et al., 2010; Valcarce et al., 2016).

Note that two apparently-distinct aspects of distributional thinking are evident in these examples, and both are
critically important. These are 1) the dependence of the outcome on predictor variables and 2) the distribution
of probability given any one set of dependencies (the stochasticity). As an example of the former, one can
make point estimates conditioned on various factors by adding independent variables to a regression routine.
This allows modelers to move beyond asserting a mean fatality rate for COVID-19, for example, to estimating
how risk depends on age. An example of the latter would be a model capable of predicting a full probability

distribution of health outcome rates, which could itself be a function of age.

4.2.Barriers to Distributional Thinking in Organizations

Unfortunately, data scientists in industry and other fields routinely neglect these components of distributional

thinking for understandable reasons.

Hullman (2020) highlighted that the presentation of uncertainty in data analysis in media and beyond is “an
exception rather than the rule.” Boukhelifa et al. (2017) documented practices for coping with uncertainty
across 12 different applied domains, revealing systematic differences in approach across fields and (alongside
many positive examples) a tendency among some to ignore uncertainty. Both Boukhelifa et al. (2017) and
Borghouts et al. (2019) found that analysts generally focus on “minimizing” uncertainty (for example, by
removing outliers) rather than “exploiting” uncertainty (in the positive sense of viewing uncertainty as a source
of information). Oxbury (2018) provided a pedagogical tour of the implications of variability in modern data
science workflows, undercutting the ‘religious observance’ granted to certain point estimation and goodness-of-
fit measures. He showed examples where significant “variation occurs for a single problem, in a single
population, using a single modelling method, with fixed parameters” and emphasized that the outcomes of
modeling processes conventionally approached as deterministic (like gradient descent and multilayer

perceptrons) can vary with factors like data ordering.

There are certain instances where ignoring elements of distributional thinking will seem natural.

Potentially important conditional dependencies may be overlooked when data describing them are not
available. It may be expedient to rely on maximum likelihood point estimators for machine learning models
when probabilistic implementations would take longer or have not been developed. But even when
probabilistic information is available, data scientists in organizations often communicate only mean estimates.
After their detailed qualitative study of current practice, Boukhelifa et al. (2017) called for “data workers™ to
more fully integrate uncertainty in the reasoning process going forward. In their playfully titled paper

“Ignorance Is Bliss,” Pappenberger and Beven (2006) argued that it is untenable to neglect the analysis of
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variability and presented a code of practice for scientists that centers on communication of uncertainty to users

of data.

Even when there are justifiable limiters on the full proliferation of distributional modeling, they need not be
preventative of distributional thinking. Data scientists can estimate and communicate the likely impact of
neglecting these distributional effects even when sufficient data or ideal modeling techniques are out of reach
(see, e.g., Mousavi & Gigerenzer, 2014). In cases where conclusions are unaltered with or without probabilistic
modeling, these behaviors will still reinforce an instinct for distributional thinking that will be valuable to the

organization.

It must be acknowledged that simplicity is also a virtue in statistical communication and that an emphasis on
nuance is not beneficial if it impairs fundamental understanding. But this impairment, if recognized, need not
be considered permanent. Applying social representation theory to computational communication through data
visualization, Foucault Welles and Meirelles (2015) explain that collective understanding is achieved through a
“process involv[ing] two central steps: objectification, where a relatively complex concept becomes simplified
to the point where common understanding is possible, and anchoring, where the simplified object is interpreted
through a lens of preexisting understandings about related objects.” It is, naturally, possible for unfamiliar and

difficult concepts to become more familiar, at a cost of time and effort that will often be well justified.

5. Lessons on Building Capacity for Distributional Thinking

If corporate decision makers struggle to internalize distributional thinking, they are certainly not alone. Some
failures during the chaotic onset of the coronavirus crisis notwithstanding, the examples from Section 3
demonstrate the remarkable capacity for a wide range of consumers of information to become familiar with
distributional topics when it becomes imperative to do so. In general, data scientists can benefit from much

prior work on how to create distributional thinkers.

5.1. Conceptualizing Variation Is Central to Statistics Education

The difficulty in thinking distributionally has been well documented through quantitative and qualitative
studies of students (and teachers) by education researchers (Ben-Zvi et al., 2004) and conceptualizing variation
has long played a central role in statistics education (I. Gal & Garfield, 1997). Lee and Meletiou (2003), for
example, documented foundational challenges in undergraduate statistics students’ understanding of
histograms, and their ability to move beyond a “deterministic mindset” to recognize the stochasticity involved
in generating data sets. The statistics education literature suggests a variety of techniques for understanding and
improving individuals’ reasoning about variation. Peters (2011), Pfannkuch and Wild (2004), Reading and Reid
(2006), and Wild and Pfannkuch (1999), among others, have presented detailed cognitive frameworks for
educators seeking to help students build a robust understanding of variation. A theme within this literature is

the need to progress learners along a cognitive pathway from singular to distributional thinking, to ‘nurture’
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their conception of variation (Reading & Reid, 2006), by presenting notions of variation in a variety of

contexts over time.

Generalizing beyond statistics, Brown et al. (2014) emphasize the importance of practice, and “self-testing” on
complex tasks, to achieving learning and long-term memory. This dovetails with appeals to persistent

engagement that arise from another domain, social movements.

5.2.Social Movements as Distributional Thinker Generators

Many social movements have a powerful focus on equity, meaning fairness in the provision of benefits that
takes into account individual circumstances (Espinoza, 2007). The Black Lives Matter movement centers on
racial equity in policing practices (Taylor, 2016). The Occupy movement has focused on equity in the
distribution of income and wealth (Hammond, 2015). The Environmental Justice movement urges
policymakers to consider not only the bulk impact of pollution, but also its specific impact on the most

vulnerable and overburdened populations, especially when they are in the minority (Brulle & Pellow, 2006).

Consideration of equity inherently requires distributional thinking because it entails acknowledging the
differential impact of policies and the potential for asymmetric outcomes depending on individual
characteristics. Successfully making change on issues of equity requires the transformation of diverse
stakeholder groups into distributional thinkers, each prepared to recognize and evaluate the disparate impacts
of their and societies’ actions and policies. In a sense, the purpose of social movements is to spread

distributional thinking and focus it on issues of key societal concern.

5.3.Successful Techniques Evolved by Social Movements

In a broad overview of lessons from her experience in three different social movements (1. immigrants’ rights,
2. Occupy, and 3. LGBTQ and Two-Spirit movements), Costanza-Chock (2018) identified maximizing
participation as a recurring theme to overcoming cross-cutting challenges encountered universally by
movements. One set of techniques adopted widely by movements to facilitate the shift to distributional
thinking are ‘participatory research’ strategies. These approaches seek to engage a broad and representative
swath of the affected community in research about issues of concern to the movement, for example, pollution
in the context of Environmental Justice (Lockie, 2018; Minkler et al., 2008; Schlosberg, 2003; Shepard, 2002).

The goal of this participatory engagement is to increase the representativeness and responsiveness of research
practice to the actual needs of the community and, simultaneously, to increase the capacity of members of the
community to decide about, advocate, and mobilize for their own interests. In a meta-analysis of 25
community-based participatory research studies, Spears Johnson et al. (2016) highlighted the need for true
engagement to realize actual positive social impacts and to avoid ‘top-down’ approaches that reinforce existing

hierarchies.

10
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Environmental Justice research examples illustrate how quantitative methods and social movements can
intersect to enable communities to advocate for their specific interests (e.g., Davis & Burgoon, 2015; Mah,
2017). Binet et al. (2019) describe how they recruited and engaged “resident researchers” throughout the
instrument design, data collection, and data analysis of their Healthy Neighborhoods Study in greater Boston.
Part of my own work in the same region has been to democratize access and facilitate the ability to analyze
complex environmental regulatory data sets so that local community organizations and smaller NGOs can
probe and understand the local and distributional impacts of policies and pollution in New England (Sanders,
2019a).

In their work promoting equity in higher education, Kezar and Holcombe (2017) have promoted the model of
“shared leadership.” In this context, the distributional thinking challenge is to be mindful of how traditional
practices of academic administration confer unequal resources, burdens, social capital, and prestige to students,
faculty, and other stakeholders as a function of traits like gender and race. The shared leadership approach
eschews the leader/follower binary by creating organizational structures supporting members at all levels of

authority to take on aspects of leadership and to contribute their perspectives.

Lessons from social justice movements are already carrying over to data science through the growing field of
data ethics (Olteanu et al., 2019). As a result, a two-way bridge of knowledge is emerging between movement
advocacy and data science, particularly as relates to the appropriate use of data and avoiding social bias in
modeling practices (Diakopoulos et al., 2017; Leonelli, 2016). This may lead to a broader proposition of data
science for political action and social impact (Green, 2018). If data science is to serve this role, we should look
to social movements to inform the engagement model for our work as data scientists in addition to our data

handling and modeling practices.

6. Recommendations for Organizations

Practitioners in all of the domains discussed above encounter problems where distributional thinking—careful
analysis of uncertainty, contemplation of disparities of impact, and consideration of how outcomes depend on
multiple factors—is critical. Participatory methodologies emerging from social movements can be a valuable
tool for organizations to build the capacity for distributional thinking and, in doing so, better integrate data

science in their decision making and other practices.

6.1. Recognize That Movement Engagement Principles Fit With
Organizations

In his recent guide for companies looking to make the most of data science teams, Berinato (2019) urged
businesses to move beyond “unicorn”-centric frameworks. In this incumbent model, one individual is expected
to have all “talents” necessary to the success of a data science project. Instead, he recommends using a
collaborative team approach to tackle data-centric projects, even when it requires individuals to abandon

functional boundary lines and learned strictures. Addressing six distinct talents ranging from data analysis to

1
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storytelling, Berinato wrote: “Overcoming culture clashes begins with understanding others’ experiences...this
exposure is meant to create empathy among team members with differing talents. Empathy in turn creates trust,

a necessary basis for effective teamwork.”

With the perspective of an organization as a platform for establishing empathy among different stakeholders in
order to contribute varied skills to address a shared project, the relation between the applied setting for data
science and the social movement becomes clear. Berinato provides some useful case studies of this
collaborative approach from the corporate sphere. Augmenting these case studies with the examples from
mission-driven organizations and social movements discussed in Section 5 suggests the following

recommendations.

6.2. Use a Participatory Engagement Model

The key lesson to be learned from social movements for data scientists operating within organizations is this:

imparting a mindset for distributional thinking requires intensive engagement.

Evidence-based strategic decision making and technical product development is enhanced by distributional
thinking among all stakeholders. The evolved practice of social movements suggests that bidirectional
communi-cation and true collaboration is required to generating a widespread capacity to think distributionally.
One-way instruction from or to the data science team does not achieve this. The more participatory and
collaborative the data measurement and modeling process is, the more representative it can be of concerns and
needs from across the organization and the more relevant the resulting product or information will be to those

who need it.

The shared leadership notion of Kezar and Holcombe (2017), developed in the higher education equity context,
has notable similarity to the team structure recommended by Berinato (2019) for industrial data science
projects. Both call for different perspectives or talents to be elevated in service of achieving goals of the
organization despite their location at different levels of the social hierarchy or functions in the business.
Through this kind of collaboration, data scientists and their counterparts can establish a common dialog about
data collection issues, model design choices, and other statistical topics that will leave the whole organization

better equipped to practice distributional thinking.

6.3. Work to Find a Common Language

Part of the work of establishing a participatory and collaborative relationship between data science and
counterpart teams is to align on a shared language for the topics under study and the metrics for assessing them
(Malone, 2020). In the climate and Environmental Justice domain, communicating how to reason about the
distributed risk and uncertainty associated with climate change is a fundamental, long-studied challenge

(Palmer, 2000; Stern, 2014). Findings indicate that even common words such as ‘likely’ can be interpreted
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differently across different groups (Budescu et al., 2009), suggesting significant linguistic challenges to a

shared distributional mindset.

Informed by the social debate around response to climate change, Budescu et al. (2009), Morton et al. (2011),
Spiegelhalter (2017), and many others have established both verbal and numerical recommendations for
communicating more effectively under these conditions. These recommendations are, in general, not based on
brilliant insights of individual scientists or discoveries in the lab. They stem from study of how stakeholders
actually understand and respond to technical and nontechnical terms when used in different contexts and
presented with different frames. It may not typically be practical for data science teams to do carefully
controlled trials of response to verbal or visual communication tools in their organizations, but highly

informative qualitative data can be compiled regularly through a participatory engagement process.

6.4. Plan for the Participatory Approach to Take Longer

For the participatory approach to succeed, industrial data scientists must successfully integrate the
considerations raised by business stakeholders and also communicate their thought process around technical
decisions at each step in the process. This engagement will add time and complexity to projects that may not be
practical in every case. But the lesson suggested by the Environmental Justice literature compiled by Spears
Johnson et al. (2016) and social science research on generating collective understanding of complex data
(Foucault Welles & Meirelles, 2015) is that participatory processes and repeated engagement will yield long-

term organizational benefits.

6.5. The Path Forward

This kind of participatory dialog will be important to coronavirus response, as well. Communications failure is
unfortunately all too common in disaster response (Donahue & Tuohy, 2006). In the infectious disease context,
specifically, the exchange of information between public health officials and stakeholders, including hospitals,
clinicians, and ultimately individual patients, is a longstanding concern (Akhlaq et al., 2016). The challenge is
exacerbated for more vulnerable populations that may experience disproportionate impact from a pandemic
(Nick et al., 2009). Communicating statistical information effectively, generating an “informed and rational
internal dialog” in others, may be especially important during the COVID-19 pandemic to help channel fear

and apprehension toward productive mitigations (Meng, 2020).

In public health, too, participatory design processes have proven relevant (Revere et al., 2014). The widespread
uptake of interactive epidemiological simulation and data visualization tools (e.g., Cicald & Valentino, 2019;
JHU CSSE, 2020; Stevens, 2020) to grasp and anticipate the spread of COVID-19 demonstrates that enabling

others to use the technical tools of our trade can facilitate broader shared understanding.

At the intersection of social and technical disciplines lies opportunity to advance data science and equity alike

through the widespread use of new quantitative methods. With some luck and much effort, the exchange of
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ideas between practitioners in these fields may even be part of the solution to the pandemic that faces us today.
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Footnotes

1.
It must be noted that the references in this section were compiled on and before March 25, 2020. With the

situation evolving rapidly, there is a risk that some will quickly become outdated.
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